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For the electrical sector, minimizing non-technical losses is a very important task because it has a high
impact in the company profits. Thus, this paper describes some new advances for the detection of
non-technical losses in the customers of one of the most important power utilities of Spain and Latin
America: Endesa Company. The study is within the framework of the MIDAS project that is being devel-
oped at the Electronic Technology Department of the University of Seville with the funding of this com-
pany. The advances presented in this article have an objective of detecting customers with anomalous
drops in their consumed energy (the most-frequent symptom of a non-technical loss in a customer) by
means of a windowed analysis with the use of the Pearson coefficient. On the other hand, besides Bayes-
ian networks, decision trees have been used for detecting other types of patterns of non-technical loss.
The algorithms have been tested with real customers of the database of Endesa Company. Currently,
the system is in operation.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

A non-technical loss (NTL) is defined as any consumed energy or
service which is not billed because of a measurement equipment
failure or an ill-intentioned and fraudulent manipulation of the
said equipment. For the electrical distribution business, detecting
NTLs is a very important task; since, for instance, in Spain it is esti-
mated that the percentage of fraud in terms of energy with respect
to the total NTLs about 35–45%. Although in the literature there are
many works and researches on fraud and NTL detection in other
fields [1–9], there is not much research about NTL detection in
power utilities [10–15] in spite of the percentage of NTLs is high
in this field. Besides, these works are basically theoretical and lim-
ited to the use of few types of detection techniques (rough sets,
support vector machines and wavelet transform).

Thus, the current methodology adopted by the electrical com-
panies in the detection of NTLs is basically of two kinds. The first
one is based on making in situ inspections of some users (chosen
after a consumption study) from a previously chosen zone. The sec-
ond one is based on the study of the users which have null con-
sumption during a certain period. The main problem of the first
alternative is it requires a large number of inspectors and, there-
fore, involves a high cost. The problem with the second option is
the possibility of detecting users only with null consumption
ll rights reserved.
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(these are only the clearest cases of non-technical losses) and not
those customers with non-null consumption but quite lower than
the consumption that they might have. Nowadays, data mining
techniques [16,17] are applied to multiple fields and power utility
is an industry in which it has met with success recently [18–22].

The work is within the framework of MIDAS project which is
being developed at the Electronic Technology Department of the
University of Seville with the funding of the electrical company.
We have presented the results of the MIDAS project using a detec-
tion process based on extraction rules and clustering techniques
[23,24] as well as preliminary versions of the algorithms for the
detection of drops [25].

This article describes new advances in the data mining process
applied to detection of NTLs in power utilities. Besides, it includes a
complete process of NTL detections from the databases of the
Endesa Company. Thus, other additional lines have been developed
in order to detect other types of NTLs. One of the ideas of these
methods is to identify patterns of drastic drop of consumption. It
is because it is known that the main symptom of an NTL is a drop
in the billed energy of the customers. Thus, with this purpose,
these methods are based on the use of the Pearson coefficient
[26,27] on the evolution of the consumption of the customer. Be-
sides, in order to carry out the detection of NTLs that include other
type of consumption pattern, a model based on a Bayesian network
[18] and a decision tree [18] has been developed.

A Bayesian network is a graphical model that encodes probabi-
listic relationships among variables of interest. Bayesian networks
are applied in cases of uncertainty when we know certain probabil-
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Fig. 2. Offset of the consumption of the windows 1 and 3.
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ities and are looking for unknown probabilities given specific con-
ditions. Some applications of Bayesian networks are: churn pre-
vention [28], generation of diagnostic in medicine [29], pattern
recognition in vision [30] and fault diagnosis [31] as well as fore-
casting [32] in power systems. Besides, these networks have also
been used to detect anomaly and frauds in disciplines other than
power utilities such as credit card or telecommunication networks
[2,33,34]. On the other hand, it is possible to find some works that
suggest the use of decision trees in power systems [35,36] and to
detect some types of frauds [7,37]. However, besides our studies
[23,24], as we said, not much research is done on detection of NTLs
and frauds in power utilities [12–17] and nothing about the detec-
tion of consumption drops or development of models with the use
of Bayesian networks.

In order to carry out the data mining process (including the
algorithms as well as the models of Bayesian network and decision
tree), we used a powerful software called IBM SPSS Modeler 14
used extensively in data mining. This software provide a quick ac-
cess to the databases and many libraries for the generation of mod-
els such as: clustering processes, decision trees, neural networks
and Bayesian networks.

The article is structured as follows: Section 2 describes the sam-
ple set which has been used to develop the algorithms and select
the customers to be inspected by the company. Sections 3 and 4
describe the developed models. Finally, Section 5 contains the re-
sults as well as the conclusions from the study.
2. Data preparation

First of all, we selected a sample set made by customers with
the, called by the company, ratings 3.0.2 and 4.0. These types of
rate or contract are used by the company to design for customers
with a high contracted power (which, in great majority, are belong-
ing to contracts with companies). This sample set covered for the
most important region of the Endesa Company: Catalonia (Spain).
On the other hand we included those customers with highest con-
sumption because this was interesting because each detected NTL
could mean a lot of lost energy for the company. An analysis period
of two years was adjusted. This is a time enough to see a suffi-
ciently detailed evolution of the consumption of the customer
and, also, not too long a period to register along the contract the
possible changes of type of business or the changes in the con-
sumption habits of the client. From these customers, all the infor-
mation of consumption and type of contract for each customer:
reading values of the measurements equipment, bills from the last
two years, amount of power contracted and the type of customer
(private client or the kind of business of the contract), address, type
of rate, etc. was collected. These data were condensed and tabu-
lated. Thus, the system would have details on the types of cus-
Fig. 1. Consumption patterns searched with first algorithm.
tomer as well as the evolution of their consumption in the last
two years.

As in our work described in the paper [25], a filling up of miss-
ing values of the consumption read was performed and a filtering
of the customers:

– With less than 1000 KWs consumed in the two years.
– With less number of reading values from the measurements

equipment (under 10 from the 24 months of the analysis.
– With no reading values in the last four months.

After the selection and filtering of the sample, a set of 38,575
customers was obtained for the analysis. The time interval that
the data covered was from July 2008 to June 2010.
3. Models based on Pearson coefficient

The drastic drops of the consumption can be due to a real slope
of the consumptions of the customers (e.g. due to a change of type
of contract or by a different use of the consumed energy). But, in
turn, these slopes can be due to failures in the measurement equip-
ment or voluntary alterations of this equipment (both cases gener-
ate NTLs to the company and therefore a loss of money for it). We
could verify this fact with a set of customers with NTLs previously
registered by the company in its inspections, where this type of
drop was clearly visible.

There were two problems in detecting this type of customers in
Endesa Company:

– They detect the drops only when the drops reach to null con-
sumption (and on a drastic manner).

– The inspections of the company detect these drops when the
drop has been prolonged over a long time.

Thus, with the models described in this section these problems
were solved by detecting other type of drops and doing it in a short
interval of months.

In statistics, the Pearson correlation coefficient (r) is a measure
of how well a linear equation describes the relation between two
variables X and Y measured on the same object or organism. The
result of the calculus of this coefficient is a numeric value that runs
from �1 to 1. This coefficient (r) is calculated by means of the fol-
lowing equation:

�1 � r ¼ CovðX;YÞ
SXSY

¼

Pn
t¼1
ðXt � �XÞ � ðYt � �YÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

t¼1
ðXt � �XÞ2

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
t¼1
ðYt � �YÞ2

s � þ1 ð1Þ

where Cov(X, Y) is the covariance between X and Y. SXSY is the prod-
uct of the standard deviations for X and Y.



Fig. 3. Examples of customer detected with first algorithm.

Fig. 4. Consumption patterns searched with second algorithm.
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A value of 1 indicates that a linear equation describes the rela-
tionship perfectly and positively, with all data points lying on the
same line and with Y increasing with X. A score of �1 shows that
all data points lie on a single line but Y increases as X decreases.
At last, a value of 0 shows that a linear model is inappropriate –
there is no linear relationship between the variables.

Paper [25] presented two preliminary versions of algorithms for
the detection of drops. In this work, two novel algorithms were
described:

– An algorithm for the detection of a type of pattern of drastic
drop very usual in the customers with NTLs.

– A more effective and robust algorithm for the detection of a
type of pattern which was detected with worse adjustment by
means of an algorithm of the work [25].

3.1. Algorithm for the detection of drastic drop with subsequent
stabilization

An algorithm to identify the customers with abrupt drops and
subsequent stabilization with low values was implemented. It de-
tected them with a margin of only 6 months from the drop; this
was very important to avoid that the NTL was prolonged in time.
It was interesting because this type of pattern was typical when
it was carried out with a gross manipulation of the measurement
equipment.

In order to identify these patterns an analysis based on three
windows was used:

– Window 1: First 16 consumption values of the customer (values
1–16 from the 24 values).

– Window 2: Intermediate 2 consumption values of the customer
(values 17 and 18 from the 24 values).

– Window 3: Final 6 consumption values of the customer (values
19–24 from the 24 values).

We chose 3 windows in order to distinguish the three different
types of behavior in the consumption of the customer. The
searched pattern as well as the taken windows can be seen in
Fig. 1. First of all, the algorithm detected a high steady consump-
tion in window 1, with a subsequent sharp drop in window 2,
and finally a low steady consumption in window 3. The length ta-
ken for the first window was quite long (16 months) to ensure that
that was the typical consumption range of the customer in one
year. On the other hand, the length of the third window (6 months)
was a sufficient period of time to detect the important change of
consumption range of the customer, but not too long so that the
NTL was widespread long before being detected.

For the first and third window the Pearson coefficient was cal-
culated for the values of consumption by moving the consumption
45� in the time axis of the months of both windows. This procedure
is graphically described in Fig. 2.

Afterwards, the algorithm searched for values near 1 to the
Pearson coefficient in windows 1 and 3; thus, steady consumption
values in both sections were obtained.

Thus, we applied Eq. (2) to windows 1 and 3 and we extracted
the following rule in order to detect those customers with this type
of patterns:

R w1 > 0:8 and R w3 > 0:8 and Average w1

> 4 � Average w3 ð2Þ

where R_w1 is the Pearson coefficient for window 1 (with an offset
of 45�); R_w3 is the Pearson coefficient for the window 3 (with an
offset of 45�); Average_w1 and Average_w3 are the averages of the



Fig. 5. Real examples of customers detected with second algorith.

Fig. 6. Example of a customer with 3 streaks.
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consumption for the first and second windows, respectively (with-
out offset).

The use of those requirements for the averages of the windows
1 and 3 implied a decrease in consumption for the second window.
Thus, applying this rule on the sample set it obtained a group of 23
customers to be inspected by Endesa. We can observe the pattern
of four of these customers in Fig. 3.
3.2. Algorithm for the detection of progressive drop with subsequent
stabilization

The objective of this second algorithm was to detect customers
whose consumption became steady with low values after a pro-
gressive drop and therefore with a consumption pattern as shown
in Fig. 4.

In order to get this objective, an algorithm by means of the
analysis of the consumption of the customer in two windows
was designed; the first windows with the consumptions of the first
18 months (which was a very long period of drop, more than a
year), and the second one with the last 6 months (which was suf-
ficient time to detect the new range of consumption of the cus-
tomer). We configured 6 months for the second window because
it was enough to see a possible anomaly in the consumption of
the customer and, at the same time, to detect it quickly (with a
shorter duration). The consumption pattern which was searched
with this algorithm was the one shown in Fig. 4.

Thus, for this algorithm, the Pearson coefficient for the first win-
dow was calculated applying Eq. (1) for the 18 first consumption
values.

For the second window, again the Pearson coefficient was calcu-
lated for the values of consumption of this window with an offset
of 45� (described in Fig. 2).

After applying the Pearson coefficient to this moved consump-
tion, the algorithm searched values near 1 (this corresponds to a
steady value in the original consumption which was the objective).

R w1 < �0:75 and R w2 > 0:75 and Average w1

> 2 � Average w2 ð3Þ

where R_w1 is the Pearson coefficient for window 1; R_w2 is the
Pearson coefficient for window 2 (with the moved consumption);
Average_w1 and Average_w2 are the average of the consumptions
for the first and second windows, respectively (without offset in
the second window).

Applying this rule on the sample set, the algorithm obtained 18
customers to be inspected. Through a display of their consumption,
we could verify that these clients had a pattern as shown in Fig. 4.
Fig. 5 shows the patterns for four of these 18 customers.

In addition to greater accuracy in the detection of the searched
pattern, this algorithm compared to the one presented in paper
[25], had the advantage of detecting more quickly (in only
6 months) the possible NTLs.
4. Models based on Bayesian networks and decision trees

The objective of the Pearson coefficient was to search drops in
consumption (which is often a characteristic indicative of losses



Fig. 7. Bayesian network. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Detailed results of the Bayesian network.
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techniques). With this approach the previously-described algo-
rithms detected NTLs with drops in consumption but not with
other patterns (not only drops in consumption is the consequence
of NTLs). Therefore, we developed a complementary technique to
search patterns with different shapes.

One of the important advantages which can find in Bayesian
networks is that the generated diagrams can readily be interpreted
by humans; therefore, it could provide results understandable for
Endesa Company.

Endesa Company has a history of NTLs which they have de-
tected over time. The aim was to use these NTLs to detect other
customers with similar NTLs through Bayesian networks (which
are a supervised method).

Concretely, the sample (described in Section 2) constituted the
following:

– Total number of customers: 38,575.
– NTLs registered for the two years of analysis: 606.
– Percentage of NTLs registered with respect to the total: 2.44%.

In order to characterize the pattern of consumption of each cus-
tomer, a set of indicators to use as inputs of the decision trees was
generated:

– Maximum and minimum value of the monthly or bimonthly
consumptions (MaximumConsumption/MinimumConsumption):
With this parameter the aim was to detect the different peaks
and landings in the consumption of the customer during the
analysis period. Thus, the maximum or minimum value of the
different values of the bills in the analysis period was calculated
and was divided by the contract power of the customer (this
division was done in order to normalize these maximum and
minimum values with respect to the expected consumption val-
ues for the customer).

– Number of readings (NumberReadings): This parameter stores
the number of readings taken by the company at the counters
of the customer during the two corresponding years of the
analysis.

– Reactive/Active energy coefficient (ReactiveActive): This coeffi-
cient measures the proportion of consumed reactive energy
by the customer for the two years of analysis in relation to its
reactive one. In this way, the system would intend to measure
important imbalances which characterized anomalies in these
consumptions due to possible NTLs by the customer.

– Number of hours of maximum power consumption (HoursCon-
sumption): This parameter calculated the range of consumption
of the customers in relation to their contracted power and,
therefore, to the consumption expected for the customers in
the two years of analysis. It is derived from the total consump-
tion of the client divided by its contracted power.

– Number of streaks of the customer (NumberStreaks): This
parameter is obtained calculating the 6-month simple moving
average for the consumption of each customer. Afterwards it
counted the number of times the consumption line went above
(positive streaks) and below (negative streaks) the mean line.
An example of the counting of streaks for a customer is shown
in Fig. 6.

– Estimator from the streaks of the customer (StatisticStreaks):
The number of streaks and the weight of each streak for each
customer offer interesting information about their consumption
behavior. Thus, the following estimator for each customer was
generated in order to integrate this information:

Estimator Streak ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNs

t¼1
ðNtÞ2

Ns

vuuut
where Ns is the number of streaks of this customer and Nt is the
number of measurements of the streak t.

– Coefficient relative to the difference between the energy billed
to the customer (according to the information relative to the
bills for that customer registered by the company) and the con-
sumed energy (the energy consumed by the customer according



Fig. 9. Decision tree.
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to the reading values at his counters) divided by the contracted
power (to normalize the result) (DiffReadingsBills).
– The Pearson Coefficient (R) for the consumption in the time for
the two years of analysis.



Table 1
Customers selected to be inspected by the company.

Algorithm No. customers selected

Progressive drop and stabilization 18
Drastic drop and stabilization 23
Bayesian network 43
Decision tree 64
Total 148
Once merged the results of the previous algorithms 140
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One of the problems that we could have to get a Bayesian net-
work was the low number of NTLs compared to the total customers
(38,575 customers and only 2.44% of NTLs registered by the com-
pany). Thus, we decided to balance the sample. The aim was to
get a good ratio of customers without registered NTLs against cus-
tomers with NTLs in order to obtain better results in the training of
the Bayesian algorithm. This process is usual when the sample is
very disproportionate and so the algorithms gets ‘to take notice’
better of the features of the minority cases (in this case the NTLs).
This process is carried out copying n-times each one of the minor-
ity cases (in this case, the customers with NTL previously
registered).

After some tests the best results was obtained balancing the
NTLs with a coefficient of 20 (obtaining in the sample used to train
the algorithm a final rate of 31% of NTL with respect to the total
number of contracts).

After obtaining the balance mentioned earlier, different config-
urations of Bayesian networks were tested. We arrived at the best
configuration with a structure of Markov blanket. Fig. 7 shows the
network as well as the grade of importance of each one of the input
parameters.

This network obtained good results since it achieved a 95% of
rate success for the original sample (after the balance is undone).
Fig. 8 shows the results of this network in detail. Besides, it shows
the pattern of matches between each predicted field (NTL or no
NTL) and its target field for the categorical target. Thus, the result
is displayed with rows defined by actual values and columns de-
fined by predicted values, with the number of records having that
pattern in each cell.

In addition to concluding that the algorithm reached a 95% suc-
cess rate in the detection, if we analyze the results in detail it is
possible to observe that, specifically, the network obtained a 24%
success in NTLs (144 correctly classified against the total 606).
Thus, a possible conclusion from Fig. 8 is that if this Bayesian net-
work was applied the system could detect customers with patterns
similar to this 24% that we found inside the selected sample.

Besides the output prediction, Bayesian networks include an
output with the probability that the prediction is correct. Thus,
the 1357 customers predicted as NTLs were analyzed and those
with a higher probability of correct prediction by the Bayesian net-
work were selected. Concretely, a probability prediction higher
than 0.8 would be an excellent warranty for the selection of these
customers to be inspected by the company. There were 43 custom-
ers (from the said 1357) with a higher probability that this of hav-
ing an NTL.

Apart from, and as complementary algorithm to the previous
technique, we developed another line based on decision trees.
For this, we used the tree generated from the C&RT algorithm
[17]. This algorithm is a tree-based classification and prediction
method. The C&R Tree node starts by examining the input fields
to find the best split, measured by the reduction in an impurity in-
dex that results from the split. The split defines two subgroups,
each of which is subsequently split into two more subgroups,
and so on, until one of the stopping criteria is triggered. This algo-
rithm has the advantage that the understandable rules that embed
the NTLs can be extracted once the model is generated.

After a diverse test with some configurations, the best results
were achieved (combining support – or the number of customers
included in the leaves– and the confidence – or the rate between
NTLs and customers without NTLs –) with a tree with depth 5. This
decision tree is shown in Fig. 9. The selected leaf (Node 7) is those
with highest of NTLs and with a support acceptable to be inspected
in field. Thus, we counted 176 customers in this leaf without reg-
istered NTLs (it is supposed to be 31.5% on the total of customers
of this leaf: 257). As they are too many to inspect in situ, we merge
these customers with those from Bayesian network and with a
probability higher than 0.5 to reduce the number of customers to
be inspected. Thus, after this process, a total of 64 customers was
obtained and selected to be inspected by the company.
5. Results and conclusions

Prior to sending the customers for the inspection, the results of
all generated models were crosschecked in order to see how many
customers were matching and to ensure that the different algo-
rithms were not redundant.

Thus, after merging the customers detected with each one of
the algorithms (the 2 algorithms to detect drops, the Bayesian net-
work and the decision tree), the results shown in Table 1 were
obtained.

As is evident from the table only 8 customers from the 148 se-
lected customers were detected by more than one algorithm. Thus,
we could deduce that each algorithm detected a type of different
patterns of NTL.

Thus, a list of 140 customers with an evident and suspicious
pattern of consumption with NTLs was obtained. These cases of
NTL could be due to a drop of electrical demand for their business
but never due to a low contract because in that case they would
have reading information in their equipment.

Therefore, it was significant as additional information to study
the type of business of these suspicious customers in order to know
whether it was a business in which the demand is currently falling
(e.g., currently, the construction business in Spain). Thus, we stud-
ied the business information for each customer in order to be able
to control this fact and to avoid unnecessary inspections. It is
known by the inspectors of the Company that the following types
of business are more likely to have consumption drops innate to
their use of the energy (and not due to possible NTLs): wells, ligh-
tings, irrigation pumps, water purification and construction (previ-
ously mentioned). So, from the 148 selected customers, we filtered
those with these types of contracts (and therefore likely to have an
anomaly pattern of consumption) and a definitive list of 101 was
obtained.

In summary, a complete flow chart is shown in Fig. 10. In this
diagram it is possible to observe the global scheme and the differ-
ent steps for the detections of the NTLs.

Currently, the Endesa Company is carrying out inspections with
a set of customers from the ones who were detected by the pre-
sented methods. Up to now, with the results obtained in the
in situ inspections, the system has reached a success rate of 38%.
These results are considered very satisfactory taking into account,
first, the rate of success of the company in its routine inspections
(less than 10%) and, second, the little input information used in the
algorithms (only the evolution of the consumption of the customer
and the type of contract).

As conclusions, it is necessary to remark that NTL is an impor-
tant issue in power utilities because it has a high impact on
company profits. Despite this, nowadays the methodology of
detection of NTLs of the companies is very limited since these



Fig. 10. Flow chart of the detection process.
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companies use detection methods that do not exploit the use of
data mining techniques. Different methods to detect NTLs have
been developed and tested on a real database supplied by the
Endesa Company. Concretely, in this paper, a line of work based
on 5 different algorithms has been presented for the detection of
NTLs using of the Pearson coefficient, Bayesian networks and deci-
sion trees. Before sending the customers for inspection, a table
analysis involving a filtering task by the type of contract was car-
ried out in order to enhance the accuracy percentage of the detec-
tions. The system obtained a success rate of 38% in the inspection
of real customers aided by the presented algorithms. At present, in
terms of energy, these detections are equivalent to a total energy
recovery of about 2 millions of kWh, which implies a large amount
of money is recovered for the Endesa Company.

Therefore, the contributions of this work with respect to the
existing ones are as follows:

– The development of a system based on various complementary
models with the application of techniques not implemented
until now in the literature about the topic [11–16,23–25].

– A system tested in field and which is currently in operation by
one of the most important power utilities of the world (Endesa
Company).

– Good results (and better than those obtained with the lines of
work existing in the literature) obtained both verification (with
the different tests in the algorithms) and validation (the inspec-
tions carried out in situ).
Also, to avoid this filtering task carried out by the human com-
ponent, we are currently developing an expert system that takes
automatically the last filtering process (depending on the type of
business of the customers) and the final selection of customers
(from whose selected by the algorithms described in this paper)
to be inspected in situ by Endesa Company.
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