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Abstract
As carbon ions, at therapeutic energies, penetrate tissue, they undergo inelastic
nuclear reactions and give rise to significant yields of secondary fragment
fluences. Therefore, an accurate prediction of these fluences resulting from
the primary carbon interactions is necessary in the patient’s body in order
to precisely simulate the spatial dose distribution and the resulting biological
effect. In this paper, the performance of nuclear fragmentation models of
the Monte Carlo transport codes, FLUKA and GEANT4, in tissue-like media
and for an energy regime relevant for therapeutic carbon ions is investigated.
The ability of these Monte Carlo codes to reproduce experimental data of
charge-changing cross sections and integral and differential yields of secondary
charged fragments is evaluated. For the fragment yields, the main focus
is on the consideration of experimental approximations and uncertainties
such as the energy measurement by time-of-flight. For GEANT4, the
hadronic models G4BinaryLightIonReaction and G4QMD are benchmarked
together with some recently enhanced de-excitation models. For non-
differential quantities, discrepancies of some tens of percent are found for
both codes. For differential quantities, even larger deviations are found.
Implications of these findings for the therapeutic use of carbon ions are
discussed.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Monte Carlo particle transport codes are valuable tools to predict radiation fields of ions
in tissues and are used in hadron therapy for the simulation of ion transport and nuclear
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interactions since they are able to complement and bridge shortcomings of frequently used
analytical codes. Several Monte Carlo codes such as FLUKA (Battistoni et al 2007, Fassò
et al 2005), GEANT4 (Agostinelli et al 2003, Allison et al 2006), MCNPX (Hughes et al
1997, LANL 2002), SHIELD/SHIELD-HIT (Dementyev and Sobolevsky 1999, Gudowska
et al 2004) and PHITS (Niita et al 2006) are utilized to calculate fluences and dose distributions
in patients or patient-like geometries for proton and/or ion beams. Even though these
codes are generally not used for treatment planning optimization as they are currently too
time consuming, they are prominent candidates for dose verification of analytical treatment
planning codes and their models can be used to complement experimental data and generate
systematically data of physical quantities as input for treatment planning codes (Mairani et al
2008, Paganetti et al 2008, Parodi et al 2009, Peterson et al 2009).

The radiation field created by therapeutic heavy charged ion beams contains, unlike
protons, a large fraction of fragments which significantly contributes to particle fluences and
the actual delivered dose. The dose fraction delivered by fragments in the region before the
Bragg peak is estimated to be about 20% for a 290 MeV/n carbon beam impacting on PMMA
(experiment, counting fragments other than carbon isotopes) (Matsufuji et al 2003) and about
40% for a 400 MeV/u carbon beam impacting on water (calculations) (Kempe et al 2007).
There are two main interests in the accurate modelling of these secondary particle fluences and
secondary doses in clinical ion beams. Compared to the radiation field of the primary ions,
secondary fragments lead to an altered spatial dose distribution due to differing ranges and
angular distributions of the fragments and to a modification of the linear-energy transfer (LET)
spectra which results in a difference of biological effectiveness for the same delivered dose.
Consequently, an accurate knowledge of ion beam fragmentation is important for a precise
description of biological effects inside and outside the treatment volume. Secondly, the precise
prediction of nuclear particle interactions and resulting residual nuclei distributions are needed
for imaging techniques which aim at in vivo dose monitoring. Techniques which are currently
being investigated include positron emission tomography (PET) (e.g. Litzenberg et al 1999,
Priegnitz et al 2008) and prompt γ -ray imaging (e.g. Polf et al (2009) and Styczynski et al
(2009)).

Several recent studies have reported comparisons of nuclear Monte Carlo models
of FLUKA (Mairani 2007, Sommerer et al 2006) and GEANT4 (Pshenichnov et al
2006, 2010) for carbon ion therapy. They provide evidence that the agreement between
predictions of nuclear reaction models and experimental data is encouraging but that there
is ample room for improvement. However, the extent of the published comparisons is not
comprehensive, which is partly due to the few available experimental data and their limited
precision.

This work reports a benchmark of the current performance of nuclear reaction
models of FLUKA and GEANT4 under identical conditions, and for target-projectile
combinations and energies relevant for carbon ion therapy. It compares experimental
data of charge-changing cross-sections and fragmentation yields differential in energy
and angle. For the fragment yields, the main focus is on a precise consideration of
experimental conditions, including uncertainties and approximations of the measurements.
For GEANT4, there is a variety of available hadronic models which have to be combined
adequately to describe the initial interaction stage and the following pre-equilibrium and
equilibrium de-excitation stage. Some of these models have recently undergone major
improvements and corrections. The presented comparison of simulations to experimental
data provides guidance for adequate choices of the GEANT4 physics models for hadron
therapy.



Benchmarking nuclear models of FLUKA and GEANT4 for carbon ion therapy 5835

2. Methods

FLUKA and GEANT4 are multi-purpose Monte Carlo particle transport codes which allow
simulation of the passage of primary ions and the produced secondary particles through matter.
They provide interaction models for all electromagnetic and nuclear processes relevant for the
transport of therapeutic ion beams. To allow for an objective evaluation of the performance
of the physics models implemented in FLUKA and GEANT4, the same simulation approach
was pursued for all comparisons, using equal initial beam conditions, geometries and material
characteristics. In addition, post processing and analysis of the simulation data were done
with the same tools.

2.1. FLUKA configuration and code description

For the presented simulations, the configuration recommended for hadron therapy
(‘HADROTHErapy’) was chosen. This option uses delta-ray production and transport cuts
of 100 keV. Neutrons were tracked down to thermal energies. Electromagnetic physics was
described within the EMF package which accounts for energy loss, straggling and multiple
Coulomb scattering of charged particles. For ion projectile energies from 5 GeV/n down
to 100 MeV/n, a relativistic quantum molecular dynamics (rQMD) model (Andersen et al
2004) was employed as a hadronic event generator. For lower energies, a model based
on the Boltzmann master equation (BME) theory (Cerutti et al 2006) was used to describe
hadronic interactions. Total nuclear reaction cross-sections were calculated based on an
empirically modified version of the Tripathi parametrization for nucleus–nucleus interactions
(Andersen et al 2004, Tripathi et al 1996, 1997b, 1999). De-excitation of the excited fragments
was processed with the FLUKA evaporation/fission/fragmentation module. Hadron–nucleus
interactions were described by the PEANUT model (Ferrari and Sala 1998, Battistoni et al
2006) which includes an intra-nuclear cascade stage followed by a pre-equilibrium stage, and
then equilibrium particle emission. Simulations were done with the FLUKA version 2008.3.

2.2. GEANT4 configuration and code description

Electromagnetic interactions were described with a set of models included in the
‘electromagnetic standard package option 3’. They account for energy loss, straggling and
multiple Coulomb scattering of charged particles. Delta-ray production and particle transport
cuts were set to 1 mm in water (equivalent to 350 keV for electrons and 2.9 keV for photons).
Hadron–nucleus and nucleus–nucleus interactions and the subsequent pre-equilibrium and
de-excitation stages can be described by a variety of GEANT4 models. The GEANT4
physics list QGSP BIC HP including the G4BinaryLightIonReaction (Geant4 2009), also
called Binary Cascade light ion (BIC LI), is currently the recommended configuration of
hadronic physics settings for hadron therapy and was used as standard configuration. In this
configuration, hadronic nucleon–nucleus interactions are described by the Binary Cascade
(BIC) model (Folger et al 2004). The BIC LI model, as an extension of the BIC model to
ions, is valid from approximately 80 MeV/n to 10 GeV/n. After the initial interaction stage,
highly excited fragment remnants were processed via a pre-compound stage. The G4QMD
(Koi 2008) was used as an alternative model to BIC LI to handle ion–ion interactions. It
is an integration of the JQMD code (Niita et al 1995, 1999) as a native GEANT4 hadronic
model, including the GEANT4 scattering and decay library and some additional developments.
Compared to the rQMD model used in FLUKA, which is based on an approach using Poincaré-
invariant Hamilton dynamics, the JQMD is not fully Lorentz invariant. Total nucleus–nucleus
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reaction cross-sections were derived by Tripathi, Tripathi Light (Tripathi et al 1996, 1997a,
1999, 1997b), and Shen (Shen et al 1989) parametrizations which come from empirical and
parametrized formula based on theoretical models. They cover interaction energies from
10 MeV/n to 10 GeV/n. The de-excitation of fragments was described with several models.
Evaporation from excited nuclei was handled by default by the Weisskopf–Erwing model
(with emission channels Z � 2, A � 4) together with fission and γ -de-excitation (Geant4
2009). Simulations were done including the more recently integrated models and model
options: Fermi Break-Up (for light nuclei Z � 8, A � 16), Statistical Multifragmentation (for
excitation energies exceeding 3 MeV/n) and Generalized Evaporation Model (for channels
2 < Z � 12, 4 < A � 28, excluding channels for light nuclei) (Geant4 2009). All
these models have undergone several significant improvements and debugging recently. It
is noteworthy that the G4RadioactiveDecay had to be switched on for simulations in order
to decay highly unstable fragments produced as remnants of hadronic interactions, such as
hydrogen with A = 5. Simulations were done with version 9.3.

3. Comparison of charge-changing cross-sections

The total and partial charge-changing cross-sections are basic quantities characterizing ion
beam reactions in matter. The total charge-changing cross-section is defined as

σtcc = σtot − σel − σnr, (1)

where σtot is the total cross-section, σel is the elastic cross-section and σnr is the neutron-only
removal cross-section. Partial charge-changing cross-sections σpcc,�Z measure reactions in
which a number of protons �Z are removed from the initial fragment with charge Z0 to form
a fragment with charge Z0 − �Z. The performance of FLUKA and GEANT4 in predicting
charge-changing interactions of carbon ions in water and polycarbonate (C16H14O3) was
evaluated by comparing with experimental data mostly from Toshito et al (2007) and some
other measurements (Golovchenko et al 2002, Schall et al 1996). These measurements provide
data for the total charge-changing cross-sections and partial charge-changing cross-sections for
production of lithium, beryllium and boron fragments at energies between 100 to 500 MeV/n.
In the experimental data from Toshito et al, only secondary particles which have an energy and
range sufficiently large to be registered by the experimental devices as a track were counted,
i.e. their ranges must be at least in the order of 1–2 mm. Conditions for the other data
were similar. For the measurements by Golovchenko et al, tracks on the upper and bottom
surface of each CR-39 detector sheet (thickness ∼ 600 μm) were matched to allow exclusion
of unwanted events like target-like fragments and bubbles. For the measurements of total
charge-changing cross-sections by Schall et al, target-like carbon fragments leaving the target
were stopped in the air after the target or in the ionization chamber used in coincidence with
a plastic-scintillator paddle for Z-identification or did not have sufficient energy to produce a
signal in both detectors. Consequently, target-like fragments, which have at given projectile
energies typical ranges of some microns, were not detected.

Total and partial charge-changing cross-sections were determined with FLUKA and
GEANT4 by reduced simulation codes only considering hadronic interactions. Both of these
stripped code versions force inelastic interactions for projectile-target combinations at an initial
kinetic energy of interest. The FLUKA code utilized the hadronic event generators (rQMD and
BME) and subsequent pre-compound and de-excitation models for computing the residuals of
the interaction. Similarly, the GEANT4 code was utilized either with the G4QMD or the BIC
LI model together with models for the subsequent de-excitation phase. Resulting quantities
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Figure 1. Total nuclear reaction cross sections for carbon ions interacting with hydrogen, carbon
and oxygen are shown as predicted by FLUKA and GEANT4 together with experimental data
(Fang et al 2000, Kox et al 1984, 1987; Sihver et al 1993, Takechi et al 2009, Zhang et al 2002).

for the different reaction channels were then normalized to the total reaction cross-sections
σtr = σtot − σel employed by the code.

3.1. Results and discussion

Figure 1 shows total reaction cross-sections for carbon ions interacting with hydrogen, carbon
and oxygen together with experimental data (Fang et al 2000, Kox et al 1984, 1987, Sihver
et al 1993, Takechi et al 2009, Zhang et al 2002). GEANT4 used the Tripathi cross-
section parametrization for C–C and C–O interactions and the Tripathi Light cross-section
parametrization for C–H interactions. For carbon and oxygen targets, GEANT4 predicts cross-
sections which are for energies above 100 MeV/n about 10% higher than the ones predicted
by FLUKA. For hydrogen targets, there are notable differences especially for energies below
20 MeV/n. Due to the Coulomb barrier and the minimum excitation energy of 4.4 MeV for
12C, one would expect a decrease of this cross-section for low energies.

Charge-changing cross-sections for projectile-like fragments in the simulations were
compared with the experimental data. The separation between projectile and target-like
fragments was done by splitting in forward- and backward-directed fragments in the centre-
of-mass system of the nucleons of the initial interaction partners.

A comparison between experimental data and simulations for carbon ions interacting in
water and polycarbonate is shown in figures 2 and 3 for total and partial charge-changing
cross-sections, respectively. At higher energies, nuclear cross-sections are mostly determined
by the geometrical extensions of projectile and target nuclei, and for energies below 1 GeV/n
pion production is negligible. Consequently, also the energy dependence of charge-changing
cross-sections calculated with both Monte Carlo codes are nearly constant for energies between
200 and 500 MeV/n. For lower energies a steady rise is observed. For FLUKA simulations of
carbon ions on water, the total (figure 2) and partial (figure 3) charge-changing cross-sections
for Li agree well within the experimental error. Partial charge-changing cross-sections for B
and Be are slightly under-estimated. In addition, the presented cross-sections for carbon on
polycarbonate are slightly under-estimated by the simulations, except for the cross-section for
Be, which agrees well with the data. GEANT4 simulations using the G4QMD model are of
similar precision. GEANT4 simulations using the BIC LI model under-estimate experimental
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Figure 2. Total charge-changing cross-sections for carbon ions interacting with water and
polycarbonate (C16H14O3). Vertical error bars indicate the statistical error of the experimental
data (Golovchenko et al 2002, Schall et al 1996, Toshito et al 2007).
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Figure 3. Partial charge-changing cross-sections for carbon ions interacting with water and with
polycarbonate (C16H14O3) for charge differences of �Z= 1, 2, 3. Vertical error bars indicate the
statistical error of the experimental data (Golovchenko et al 2002, Toshito et al 2007).

total charge-changing cross-sections by roughly 20%. Interestingly, this trend is reversed for
partial charge-changing cross-sections which are over-estimated by around 50%.

4. Comparison of fragment yields at different depths in water

Extensive measurements characterizing the fragmentation of primary 12C ions at 400 MeV/u
in a thick water target were performed by Haettner et al (2006) and Haettner (2006). Unlike
cross-sections which describe interactions on a single event basis, these data were used for
investigating the integral performance of nuclear and atomic models implemented in the Monte
Carlo codes for a set-up which represents a strongly simplified approximation to a therapeutic
scenario.
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Figure 4. Sketch of the experimental set-up for measuring angular distributions and energy
distributions by TOF.

Upon target penetration, primary particles are removed by hadronic interactions. Due to
fragmentation of the primaries and subsequent de-excitation, fluences of mainly projectile-like
nuclei, light clusters and nucleons arise. Target nuclei fragmentation contributes generally
with a negligible part to the overall fluences. However, they can be of importance when the
focus is set on specific isotope production in those reactions (e.g., for PET imaging). The range
of secondary fragments RZ,A with the same energy per nucleon E as the primary projectile is
related to the range of the primary projectiles RZ0,A0 by the ratio of their stopping powers. For
the Bethe–Bloch region, it is in good approximation given by

RZ,A(E) = A

Z2
· Z2

0

A0
· RZ0,A0(E). (2)

Depending on the charge-mass ratio, creation point, and initial energy and angle of the
produced fragments, these fragments travel beyond the Bragg peak or are stopped before.
With rising primary energy, the contribution of secondary fluences to the delivered dose
increases. As a consequence, this test case (primary carbon ions at 400 MeV/u) can be
thought of as an upper limit of fragment production for the clinical energy range.

4.1. Experimental methods

Beam fragmentation measurements presented in Haettner et al (2006) and Haettner (2006)
were done for a 400 MeV/u carbon beam incident on a water target. The experimental details
are described elsewhere (Haettner et al 2006, Haettner 2006). Below the experimental set-
up and techniques are summarized as far as they are of relevance for the comparison with
simulations.

The experimental set-up consisted of a triggering detector starting the time measurement,
a water target with adjustable thickness and a �E-detector which also stopped the time
measurement. The arrangement is depicted in figure 4. The �E-detector was positioned at
a distance l = 3 m from the middle of the water target with various angles reaching from 0◦

to 10◦. The time-of-flight (TOF) between the primary carbon ion passing the start detector and
an event in the �E-detector tmeas was measured. The correlation between TOF and energy
loss was used for identification of the different ions (no isotopic separation). This method of
particle identification leads to ambiguities in cases where carbon ions and fragments are not
well separated as discussed in detail in Haettner (2006). For small angles before the Bragg
peak, carbon ions masked the lighter fragments, especially boron and beryllium. Consequently,
energy spectra at small angles before the Bragg peak which were chosen for comparison have
a data gap. At a depth of 25.8 cm, this gap is at about 70–100 MeV/u, see figure 7.
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The energy of the ions was deduced by TOF measurement via the relativistic relation:

T =
(

1√
1 − β2

− 1

)
· m0c

2. (3)

Here, T is the kinetic energy of the particle, β is the velocity of the particle as a fraction of
the speed of light c, and m0 is the mass at rest of the particle. For obtaining the velocity of
the particle, a twofold approximation was made by the experimental method. It was assumed
that the fragmentation of the primary carbon particles takes place in the middle of the target
and further that the velocity of the fragment is a constant vector from its point of creation to
the detection in the �E-detector. This neglects the energy loss of the fragments after their
creation.

Under the given assumptions, the velocity of the particle is given by the quotient of
the length l and the TOF between the centre of the target and the �E-detector tfrag. Using
the ATIMA code (Geissel and Scheidenberger 1998, Scheidenberger and Geissel 1998), the
average time tC a carbon particle needs for travelling from the start detector to the centre of the
water target was calculated. For a measured time tmeas = tC + tfrag, the velocity of the particle
was calculated by

β = 1

c
· l

tmeas − tC
. (4)

Assuming a Gaussian distribution, the time resolution of the detection system was determined
to be 0.23 ns (one sigma).

The impact of the discussed experimental uncertainties and approximations on the
resulting energy spectra was taken into account by simulations as explained later.

4.2. Build-up and angular yields of secondary charged fragments

The yield of secondary charged fragments was measured at certain depths in the water target.
The experimental results are presented as the number of fragments per primary particle versus
depth. In this experiment, only fragments with angles smaller than 10◦ leaving the water target
were detected. Due to their wide angular distributions, not all produced hydrogen and helium
fragments were detected. For heavier fragments from lithium to boron, the whole angular
range was covered and yields are equivalent to the total number of secondaries leaving the
target.

Simulations scored particle spectra and angular distributions at different depths in the
water volume with small distances so that nearly continuous curves were obtained. Integral
fragment yields were obtained excluding particles with angles larger than 10◦.

4.2.1. Results and discussion. Figure 5 shows the yields of fragments per primary carbon
ion versus depth obtained with FLUKA, GEANT4 and from measurements. The yields of
fragments increase with depth until the Bragg peak region, where the primaries cease to
produce new fragments. After the Bragg peak, the amount of secondaries drops steadily to
zero. It can be seen that the relative yield of lithium, beryllium and boron predicted by the
three different model options is in agreement with their respective partial charge-changing
cross-sections from the former section, as expected.

For H and He ions FLUKA simulations agree within about 10%. There is an under-
prediction of Li of maximal about 20% which is not seen in the respective charge-changing
cross-section. As the same production cross-sections were employed by the Monte Carlo codes
for both simulations, this disagreement might point at uncertainties of the experimental data.
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Figure 5. Fragment build-up curves in water of a 400 MeV/u carbon beam as a fraction of primary
carbon ions N/N0. Experimental data are shown as points (Haettner et al 2006). Simulations done
for FLUKA (solid) and for GEANT4 using the BIC LI (dashed) and the G4QMD (dotted) model
are displayed as lines. The dashed vertical line indicates the position of the Bragg peak.

Heavier fragments are predicted within the experimental error. The GEANT4 simulations
employing the G4QMD model reproduce the experimental data rather well and mostly within
the experimental precision for all ions, except for He which is under-estimated by maximal
about 20–30%. For the GEANT4 BIC LI model, the yields of H and He ions are systematically
under-estimated, maximal by about 30%. As already seen from the charge-changing cross-
sections, there is an overestimation of Li, Be and B. The sizeable under-prediction of the light
fragments H and He by the BIC LI model might also explain the under-estimation of the total
charge-changing cross-section despite the fact that partial charge-changing cross-sections of
the heavier fragments are over-predicted with respect to measurements. GEANT4 simulations
including the Fermi Break-Up and the Statistical Multifragmentation models (as shown in
figure 5) yielded a significantly better agreement with the experimental data compared to
simulations using only the default de-excitation models. Calculations using the G4QMD
model were compared to simulations with the BIC LI model approximately twofold slower.
As discussed in Haettner (2006), the production yield of boron ions might be under-estimated
in the experiment; this might change somewhat the agreement with the simulations.

Figure 6 shows the normalized angular yields of fragments at a water-equivalent depth
of 25.8 cm, just before the Bragg peak. The level of agreement between experimental data
and simulation in the proximal end of the Bragg peak and in the region after the Bragg
peak is very similar to the presented values at a depth of 25.8 cm. Due to their small solid
angle, fragmentation yields of the forward angles contribute only marginally to the integral
fragmentation yields (see figure 5). For therapeutic applications, correct predictions of angular
fragment distributions are of importance for describing the dose distribution in vicinity and
behind the Bragg peak. FLUKA reproduces the overall shape of the angular yields very well.
Larger angles are slightly under-estimated and there are some discrepancies in the forward
angles, especially for H and Li. For both GEANT4 options, fragmentation yields tend to be
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Figure 6. Normalized angular yields of H, He, Li and B at a water-equivalent depth of 25.8 cm
for a 400 MeV/u carbon beam in water. Yields are expressed as number of ion fragments per
steradian per incident primary carbon ion. The vertical error bars of the measurements show an
estimation of the error due to the method of particle identification (Haettner 2006). Simulations
with FLUKA, GEANT4 BIC LI and GEANT4 G4QMD are shown as lines.

under-estimated for small angles whereas larger angles tend to be over-estimated for fragments
heavier than helium. This leads to an integral fragment yield which agrees relatively well with
the experimental data as seen in figure 5. As hadron elastic scattering and Coulomb scattering
effects for ions heavier than He are generally small, one can assume that the initial angular
spectra of produced fragments are not sufficiently forward directed.

4.3. Double-differential yields of charged fragments

The experimental set-up was reproduced with all relevant elements in the beam and original
distances. To increase statistics for fragment detection, the rotational symmetry of the set-up
was exploited and the �E-detector was modelled as eight ring-shaped sections on a semi-
sphere with a radius of 3 m. The energy of the particles when entering the �E-detector
was scored. Deducing the particle energy experimentally via TOF measurements implicates
the approximations and uncertainties discussed in section 4.1. Modifications of the energy
spectra of the particles due to this experimental method were investigated by reproducing the
experimental TOF technique for determining the energy in the simulation. The mean time for
the primaries to reach the target centre was calculated and subtracted from the scoring time
of the individual particles reaching the �E-detector. The energy of the particles was then
calculated with (3). The time resolution �t of the detection system was taken into account by
introducing a Gaussian distributed random error with the width of the time resolution of the
detection system.
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Figure 7. Number of ion fragments per steradian per MeV/u normalized to the number of incident
particles N0 versus fragment energy are shown as produced by a 400 MeV/u carbon beam in water.
Graphs are for a water-equivalent thickness of 25.8 cm and show H, He, Li and B fragments at
selected angles. The vertical error bars of the measurements (Haettner 2006) show the statistical
error. The horizontal error bars show the time resolution. Simulations with FLUKA, GEANT4
BIC LI and GEANT4 G4QMD are shown. The missing experimental data for 70–100 MeV/u at
small angles are due to misidentification of particles (see section 4.1).

4.3.1. Results and discussion. Three different target depths were chosen for comparison
with simulations: one representing the plateau region (5.9 cm), one before the Bragg peak
(25.8 cm) and one after the Bragg peak (31.2 cm). Figure 7 shows the experimental energy
spectra of H, He, Li and B at a depth of 25.8 cm and selected angles together with simulations
with FLUKA and GEANT4. Graphs shown were selected to correspond to the angles which
contribute most to the integral fluences (maximum yield in a fixed �θ at different azimuthal
angles). At a depth of 25.8 cm, this is for heavier fragments from Li to B between 1◦ and 2◦

and for H and He between 2◦ and 4◦.
Below some general aspects of simulated spectra are summarized. Disregarding for a

moment the integral yield of fragments at a certain angle, it can be seen that the shape of
experimental energy distributions is generally well matched by hadronic models of both codes
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Figure 8. Energy spectra of He and B ions at selected angles produced by a 400 MeV/u carbon
beam at a water-equivalent thickness of 5.9 cm and 31.2 cm, respectively. Data are shown for
measurements (Haettner 2006) and for simulations with FLUKA scoring the particle energy at the
detector entrance and calculating the particle energy by TOF measurements taking into account
the time resolution of the detection system.

for the different fragments at the selected depths. The spectra of Li, Be (not shown) and B
simulations are shifted to slightly lower energies compared to the experimental data.

Systematic uncertainties in the experimental measurements are notable. Measuring the
energy of the particles with the TOF technique ETOF results on average in a slight over-
estimation of the real particles’ energy Ereal in the order of some MeV which was accounted
for by the simulation as mentioned before. This over-estimation increases with target thickness
as the underlying assumptions of a constant fragment velocity and the fragmentation process
occurring in the target centre are less accurate. Further, the agreement between Ereal and ETOF

varies for individual particles. This is especially true for light fragments and lower energies.
For instance, for hydrogen the standard deviation is about 10–15 MeV. This leads to a
broadening of the energy spectra. Lithium, and heavier fragments show no significant spread.
At higher energies, additional broadening due to limited time resolution of the detection
system occurs, e.g. for 400 MeV/u ions this amounts to about �E = 23 MeV/u (one sigma).
Figure 8 shows a comparison of different helium and boron spectra resulting from scoring
the real particle energies at the detector entrance and from calculating the particle energies by
the TOF technique and taking into account a limited time resolution of the detection system.
Additional discussion of the uncertainties can be found in Haettner (2006).

Experimental data were taken in two sessions. There is a systematic shift of the energy
spectra for the two sessions. Measured carbon energies after 5.9 and 25.8 cm of water match
the simulations very well for the first session with an ionization potential for water of 80 eV.
For the second session, there is a shift of the carbon energy spectrum towards higher energies
of about 40 MeV/u for 5.9 cm and 7 MeV/u for 25.8 cm. The fragment spectra for 25.8
and 31.2 cm were taken during the second session. As mentioned in Haettner (2006), this
shift could be due to a possible error in time calibration of the detection system. An offset terr

of 0.2 ns introduced as systematic offset to the simulated TOF of each particle was found to
describe more accurately the spectra of the primary carbon ions from the second session. It
results in a small shift of heavier fragments at the high energy end of their spectra resulting in
a better match. However, this observation does not explain the discrepancies to a full extent.

5. Conclusions

The presented analysis demonstrates that current nuclear models of FLUKA and GEANT4
reproduce integral fragment yields with a reasonable accuracy. However, discrepancies in the
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order of some tens of percent were found for non-differential quantities for all tested models.
They should be improved for their application to carbon ion therapy. The reproduction of
forward-directed angles are most problematic for the tested nuclear models. Apart from
these very small angles, FLUKA nuclear models describe double-differential spectra rather
well. For both investigated GEANT4 models, the yield at small angles is systematically
under-estimated while there is a trend to over-estimate larger angles for heavier fragments.
For GEANT4, the G4QMD model is preferable over the BIC LI model for the correct
prediction of fragment yields. Recent developments of the GEANT4 de-excitation models,
specifically the Fermi Break-Up, added substantially to the improved performance. In addition
to prior works from Pshenichnov et al (2006, 2010), comparisons for GEANT4 are not
only made with integral fragment yields but also include yields differential in energy and
angle and different choices of the physics configuration, i.e. G4QMD and simultaneous
inclusion of de-excitation models, resulting in a better agreement with the experimental
data. Compared to the detailed benchmarking of the data from Haettner et al (2006)
and Haettner (2006) with FLUKA reported by Mairani (2007), a more refined simulation
of the experimental data is presented including uncertainties due to energy measurement
by TOF.

The relevance of the found discrepancies should be discussed in the context of clinical
applications. This is a non-trivial task as a detailed quantitative evaluation of biological
dose distributions would require the simulation of a carbon ion treatment field including
radiobiological modelling. Still, a strongly simplified calculation for a single Bragg curve
(and thus to be interpreted with great care) can estimate the degree of impact on the biological
dose one can deduce from found discrepancies and serves as an illustrative example. It is
estimated that at maximum around 40% of the dose in the region in front of the Bragg peak is
delivered by fragments and that a large fraction of this dose, about 15%, is delivered by protons
(Kempe et al 2007). Assuming a discrepancy in predicted proton fluences of approximately
−30% (as found for GEANT4 BIC LI), and thus an under-estimation of the proton fluences
of around 5%, this translates to a difference of 5% in dose delivered by protons, given that the
normalized proton energy spectra do not differ significantly. When taking generic values for
the relative biologic effectiveness of 1.1, 3.0 and 2.0 for protons, primary carbon ions and all
other fragments, respectively, and assuming that the 5% dose which is not delivered by protons
is delivered by primary carbon ions instead, one predicts an over-estimation of the biological
dose of 4%. For practical purposes with an aimed homogeneous biological dose coverage
in the target volume to treat the tumour, this over-estimation by simulations would translate
to an under-dosage of the target volume. The dose deposition in the tail region behind the
Bragg peak is entirely due to fragments and consequently the biological dose delivered in this
region is even more sensitive to changes of contributions from different fragment species. As
a consequence of an over-prediction of the large-angle fragment yields which was found for
GEANT4, one expects a slightly less confined dose predicted by GEANT4 simulations for a
clinical set-up.

It should be emphasized that there is currently a very limited set of experimental
fragmentation data with substantial uncertainties. By detailed simulations of the available
experiments, more accurate comparisons of experimental data and calculations are expected
to be achieved. It was found that a reproduction of the experimental TOF technique
by simulation yielded a small but notable improvement for compared energy spectra.
In future, extensive and high quality measurements of differential cross-sections and
particle yields are needed to improve and validate nuclear interaction models for hadron
therapy.
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