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Abstract—Virtual communities represent today en emergent
phenomenon through which users get together to créa
ideas, to obtain help from one another, or just tacasually

engage in discussions. Their increasing popularitgs well as
their utility as a source of business value and méeting

strategies justify the necessity of defining somepscific

methodologies for analyzing them. The aim of this gper is

providing new insights into virtual communities from a

methodological viewpoint, highlighting the main trends and

challenges.
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l. INTRODUCTION

Virtual communities were born as places on the Web
where people can find and then electronically ‘'tatk
others with similar interests. However, very qujcht
became clear that virtual communities can also g¢aea
business value (Chen et al.,, 2012). For instanctjal
communities can be leveraged to provide access to
consumers and consumer data (Spaulding, 2010)e&tec
new innovations (Chesbrough, 2006) or to suppogt th
generation of new developments (Martinez-Torre4,420
The emergence of customer-generated Web 2.0 camtent
various forums like newsgroups, social media ptatfo
and crowd-sourcing systems have propitiated new
opportunities for researchers and practitionerd, ibus
also demanding new methodologies. The main challeng
faced in this topic is dealing with the huge amoaoft
information available. Moreover, this informatiaspread
over websites, and it is non-structured, which raeuat
the information is not structured in a database. tm
contrary, data must extracted from users interastand
shared content.

In this context, the purpose of this paper is pimg
an in-depth analysis of the research flow chartiitual

communities analysis, Figure 1.
INFORMATION INFORMATION INTERPRETATION
EXTRACTION TO DATA OF RESULTS

Figure 1. Research flow chart in virtual communities.
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This chart includes the extraction of informatidine
transformation of this information into data, anket
subsequent statistical analysis of data. It candtieed the
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multidisciplinary scope of virtual communities ayss.
The extraction of information consists not only the
software tools to access this information, but alsoosing
the relevant information in the context of virtual
communities, above all, participation and sharetent. It
should also consider the ethical and legal rulesdfta
collection and the policy for accessing and ushng data
published on Web sites stated by the data provitiee.
transformation of information into data refers to
techniques like social network analysis and natural
language processing as the most suitable technifques
extracting data from participation and shared aqunte
Finally, the statistical processing includes thes sef
statistical techniques for data mining.

will be explained using several case examples of
virtual communities analysis.

The rest of the paper is structured as followstiGed!
details the information extraction block of the eah
flow chart in virtual communities. Section 11l deabith
the transformation of information into data, andt®s 1V
illustrates several case examples including thésstal
processing. Section V describes the future trenus a
challenges and finally, Section VI concludes thpgra

II.  INFORMATION EXTRACTION

Information extraction is mainly related to compute
science and information systems disciplines. ltoines
computer science techniques for accessing the s@oe
of web pages and extracting the relevant informmatibat
is, information about users and shared contentrafvler
is a software program that can follow the hyperlink
structure of websites for accessing the desiremtnimétion.
However, the main challenge in this point is thabgites
have very different styles and they are programimed
wide variety of formats. As a result, the crawleusinbe
customized for each particular website. The crasder be
easily programmed using the most popular programmin
languages like Python, Matlab, Java or R. The best
alternative consists of using a programming languag
supporting regular expressions, which facilitate $tring
characters processing.

Another key point for data extraction is decidingieth
is considered a relevant information. Basicallye¢htypes
of data can be distinguished:

« Participation: users in virtual communities arealsu
registered with an alias or email. Using this



identification, they can interact with other usefshe
community. For instance, they can post messages,
ideas, reviews, innovation and these posted message
can receive answers, comments or even evaluations
from other community wusers. Participation
information refers to all the possible forms of
interactions among users within the community.

» Content: the title and body of shared messages
constitute another piece of information that can be
analyzed in virtual communities. Additional elermgent
of information are the content of answers and
comments as well as the tags or keywords in which
sometime messages are required to be classified.

e Other data: virtual communities can also incorpgorat
additional sources of information that can be
extracted. For instance, the number of readings a
message have received, the reputation of userinwith
the community, or their trust index.

All this information belongs to the so called non
reactive data. It is not based on questionnair¢sobithe
objective data and tracing users leave when thepant of
a community. The main advantage of working with non
reactive data is that the sample is actually theolevh
population. Once the crawler extract the desired
information, it can actually reach all the users toé
community. The disadvantage is that non reactita da
the context of Web 2.0 generate a huge volume of
information that requires specific methodologies hte
transformed into data, which is the topic of thextne
section.

Ill.  TRANSFORMINGINFORMATION INTO DATA

A. Participation

The natural way of dealing with participation feas!
is Social Network Analysis (SNA). SNA consists of
modeling a community as a graph where nodes rapirese
users indentified by their email or alias, and aegesent
the different types of interactions among userstriple
level of analysis can be done with social networKse
first level is the local one defined by the loaghdlogical
properties of nodes as part of the network. Thers#c
level is the global one given by the global projesrof the
network as a whole. Finally, the third level refems
assimilating networks to complex network modelshsas
random, free scale or small world networks.

The local level considers the interaction of a give
node with its closer neighborhood, usually its drap
neighborhood. The in-out-all degree of a node Vemjiby
the number of in-out-all arcs incident on this nodad
represents the number of other users interactitig fm.

It is a measure of participation intensity. Somesnit is
also interesting considering not only the partitgra
intensity but the position of the user within thdnoke
network. This value is given by centrality. However
centrality can be measured using several criteria.
Closeness centrality is based on the distance katwae

given node and the rest of the community. It iseasure
of the ability to reach other nodes following tHeorest
path. Betweenness centrality is focused insteatth@mole
of a node as a mediator among the rest of nodaall¥i
eigenvector centrality considers the eigenvector
corresponding to the dominant eigenvector of traplgs
adjacency matrix. Each measure of centrality castur
different meaning of centrality and their values dae
even quite different, depending on the topologyttué
networks. The most appropriate type of centralgpehds
on the issues the social network is modeling aedfitral
application. Finally, clustering coefficient is aeasure of
local cohesion, that is, to which extent one hojghteors
are connected among them. Several other local piepe
can be derived from the position of nodes withie th
network. In the context of virtual communities, dbc
properties are interesting to find specific profileusers.
For instance, local properties can reveal spegiftwip of
users like the core of the community o those keysithat
facilitate the diffusion of messages or informattbrough
the community.

As a difference to the local level, the global leve
considers the community as a whole. Parametersside
density, the average shortest path or the dianuété¢hne
network can be used to compare networks and to
determine their optimal structure. Several of toeal
properties of nodes like degree or centrality ckso &e
averaged to calculate a global parameter of thevarkt
One important issue that combines the local andajlo
level is the detection of sub communities withire th
network. This detection is based on local propgrté
nodes, like cores, cliques or p-cliques. Sub conitiesn
within virtual communities can reveal structurattpens.
For instance, if there is a giant component whdr¢ha
nodes are connected, or if the network is divideseiveral
unconnected sub communities, etc.

The last level of analysis consists of the analgdis
networks from the perspective of complex network
models. Simple networks can be described as random
networks, which exhibit a high similarity regardiesf
what part is examined. As a difference, a compkbwork
is a network that has certain significant topolagic
features that do not occur in simple networks, ékeeavy
tail in the degree distribution, a high clusterizagfficient
or a hierarchical structure. This is the case afual
communities and many other existing networks, with
topological structures very different from random
networks. The two famous models of complex networks
are the scale-free networks model (Barabéasi aneralb
1999), and small-world networks model (Watts and
Strogatz, 1998). In scale free networks, the degree
distribution of nodes follows a power law distriigut.
That means there is a small percentage of nodes
concentrating the majority of interactions. In skhwabrid
networks, most of the nodes can be reached fromyeve
other by a small number of hops or steps. Both
phenomenon can be observed in existing virtual
communities (Chau & Xu, 2007). For instance, thebWe
has been found to have both small-world and scake-f



properties (Albert and Barabasi, 2002). Virtual
communities can also be studied by determining batw
extent they can be approached by complex network
models.

B. Shared content

Natural language processing (NLP) is a set of
techniques from a subspecialty of computer sciearod
linguistics that uses computer algorithms to arealyaman
(natural) language. The vast amount of data onVed
and social media has made possible new applicafidres
most frequent applications utilizing NLP include ag
others information retrieval, information extractjo
language modeling, spelling correction, question
answering, text classification, sentiment analysis,

In the case of virtual communities, most common
techniques include information retrieval, language
modeling, text classification and sentiment analysi

Information retrieval consists of finding materaflan
unstructured nature (usually text) that satisfies a
information need from within large collections (afiy
stored in computers). The simplest approach to dal
text analysis consists of obtaining the term-doaume
incidence matrix, where each cell contains the remub
times each word appears in each document. Oneeof th
most commonly used models of information retrieigal
vector space model (Salto and McGill, 1983). Thizded
considers &/ dimensional vector space where words are
the axes of the space and documents are pointsctors
in this space, beingV the number of words of the
vocabulary. Obviously, for big collections thislists a
very high dimensional space. However, vectors ang v
sparse vectors since most entries are zero. Usiisg t
matrix, similarities among documents or similagtiith
queries can be evaluated as the proximity of vedtothis
V dimensional space, for instance using the cosirtbeo
angle between them. However, the high dimensignafit
the feature space us a problem when working with bi
collection of documents. Therefore, it is desiraolefirst
project the documents into a lower-dimensional pabs
in which the semantic structure of the documentcaspa
becomes clear (Cai et al., 2005). In the low-dirroared
semantic space, the similarity measures or cluggeri
algorithms can be then applied. To this end, spkctr
clustering (Shi and Malik, 2000; Ng et al., 2001),
clustering using Latent Semantic Indexing (Zha kt a
2001), and clustering based on non negative matrix
factorization (Xu and Gong, 2004) are the most well
known techniques. Particularly, Latent Semanticekiadg
(LSl) decomposes a term document matrix using a
technique called singular value decomposition (S\V®)
construct new features as combinations of the malgi
features, significantly reducing the high-dimensidy
problem of the feature space (Deerwester et 80119

Language modeling is another important topic for
virtual communities. The goal of language modelmgo
assign a probability to a sentence. Although laggua
modeling is mainly used in applications relatednachine
translation, spell correction or speech recognjtibrcan

also be applied to identify the main topics of dision in
a collection of documents. Usually, the parametérshe
language model are trained using a training setthed
they are validated using a test set. Comparisohselea
two different models can be performed using anuatan
metric over the test set when solving a specifi& tike a
spelling corrector or a speech recognizer. An @dtive
consists of using an intrinsic evaluation, such tlas
perplexity. Perplexity is the probability of thesteset,
normalized by the number of words.

Text classification is another wide topic in natura
language modeling. Basically, text classificatioh tioe
task of assigning any kind of topic category to pigce of
text. The input is a document and a set of class®sthe
goal given this document is to predict a particudkss
from that set of classes. This task can be dorsevweral
ways. The simplest possible text classificationhodtis to
use hand written rules. However, building and nzaiting
these rules is expensive. That is way supervisechima
learning is typically used to perform the classifion. In
this case, the input is a document, a set of ddagsd a
training set of hand-labeled documents, and thd gba
machine learning is to produce a classifier thapsneach
document to a class. There are lots of machinenilegr
classifiers like naive bayes, logistic regressiomearest
neighbors, etc. They can evaluated using the tipica
measure of precision, recall and F measures.

A particular interesting part of text classificatias
sentiment analysis. Sentiment analysis is the teteof
attitudes and dispositions towards objects or perssing
documents. It can include the detection of the éwlor
source of the attitude, the target or aspect ofattieude,
the type of attitude from a set of classes (likegl hate,
desire,...) of just using a simple weighted pojaitositive
or negative)

IV. CASE EXAMPLES

This section illustrates several case examplesrfal
communities where participation and shared contietea
were statistically processed to obtain some coiurss
about their structure, behavior or users' features.

A. Open Source communities

Open source communities (OSS) emerged as a new
paradigm of software creation opposed to traditiona
proprietary software schemes. The main resourageh
source software projects are their subjacent contgnun
Within the community, hundreds or thousands of
individuals spread over the world shared their kieoge
and propose new developments and ideas that drive t
evolution of the target software (Martinez-TorredDgaz-
Fernandez, 2014).

Open source communities have been studied from the
perspective of SNA. The local analysis has stucdked
phenomenon like participation inequality, typiaahirtual
communities (Kuk, 2006). For instance, the Gini
coefficient was used to provide a measure of thel lef
participation based on the numbers of postings nigde
individual developers within a mailing list (Maréin-



Torres et al., 2009). This analysis has also fatuze
specific profile of users such as the core of trmunity,
responsible of the majority of contributions, oretko
called brokers of knowledge, which behave as
intermediaries between expert software developad a
peripheral users (Toral et al., 2010). These mrafflusers
can be distinguished using local properties of sasli¢hin
the network, like the degree or the brokerage réle.
brokerage role happens when a given node is thelenid
one in a directed triad, defined a set of thredices and
the lines among them (Toral et al., 2010).

As a difference to the local level, the global natk
analysis considers a set of networks or the ewwiutf the
same network over time. Global parameters of netsvor
are then measured and statistically processedn§tance,
structural equation modeling was used to deterntiiree
main antecedents of online communities’ success,
guantifying the strength of the relation throughe th
standardized path coefficients (Toral et al., 200Bactor
analysis is another multivariate statistical teghei used
to identify the patterns followed by a given comiityin
over time (Toral et al., 2009b). Finally, a stemwis
regression analysis was used to validate sevepalthgses
regarding the structure of the community and itsdence
over its final activity and participation (Toral etl.,
2009c).

Regarding the last level of participation analy§l§S
networks have been assimilated to scale free nksniar
which interactions among nodes follow a power law
distribution (Valverde et al., 2006). This distriloun
reveals a social network’s hierarchical organizatigth a
core group on top of the hierarchy.

Shared content in open source communities has also
been studied in several works. They are focusedpam
source repositories. For instance, Kawaguchi e28I06)
proposed a tool called MUDABIue for the automatic
categorization of software systems, relying only tbe
source code. This tool is based on LSI and it ie &b
properly categorize software systems based not only
usage, but also on architectures and libraries. uBggics
discovery is another application of language modetd
OSS repositories. For instance, the work from Mari
Torres et al. (2013) is based on the latent Diethl
allocation algorithm developed by Blei et al. (2p0shd it
is focused on mailing lists repositories. In adufitto the
topic extraction, this study also applies a faetoalysis to
distinguish the patterns of knowledge sharing withiSS
communities.

B. Open Innovation communities

Open innovation represents an effective strategy to
provide organizations with access to a wider rasfgdeas
in the worldwide market, reducing the costs assedia
with R&D (Chesbrough, 2006). One of the most popula
alternatives for open innovation implementationofsen
innovation communities, which promote the generatid
new ideas, the interactions among users as wethas
interactions among the development team and cussome
(Di Gangi and Wasko, 2009).

Participation is a key mechanism for developinggje
as interactions among users enable them to buildnen
another's knowledge and experiences. Typically,
community members can participate sharing innowuatio
but also commenting and scoring other shared infansa
As a difference to other communities, shared idaes
evaluated by the company promoting the community, s
those ideas which are selected to be adopted &leclgu
shown in the website.

One of the challenges of open innovation commumitie
is that they tend to generate a huge volume ofsidea
hindering the process of ideas evaluation. Thatviy
many studies are focused on the identification special
group of users called lead users (Von Hippel, 198&h
the ability of anticipating innovations earlier thtéhe rest
of the community. Some previous studies have been
focused on identifying this group of users usingesal of
their topological features within the community isbc
network (Martinez-Torres, 2013). This local levef o
participation analysis considers the specific prigs of
lead users as stated in von Hippel's previous wfrks
Hippel, 1986; 1988). Other local analyses have idensd
intermediaries in innovation networks, that haveerbe
proved to be facilitators of the innovation proceghis
role is developed by innovation brokers, which also
collaborate in the diffusion of ideas (Winch & Cmaey,
2007).

The global perspective can be used to explore idea
providers' network connectivity. The study of Bjdakd
Magnusson (2009) concludes that there is a clear
interrelationship between the network connectiwityg the
quality of the innovation ideas created. In thisea
authors use the idea of group degree centralityaras
extension of node centrality to analyze and compare
subnetworks.

Finally, content analysis have also been used én th
context of open innovation. Again, the content apph is
used to deal with the huge amount of collected
information. This fact can bring some difficultiaa
finding the desired information. Finding potentsallvers
for a given problem can be solved by means of quince
recommendation, which consists of assisting users t
choose the right tag or to improve their searcheggpce
(Damljanovic et al., 2012). Content analysis casp de
used to discriminate between adopted and non atlopte
ideas. For instance, to obtain the different peioap of
users belonging to the open innovation community the
company sustaining the community and evaluatingesha
ideas (Rufo et al., 2013).

C. E-word of mounth communities

With the advancement of Internet technologies,
informal communication between consumers over
particular products or services has become widely
available and popular on the Web. Through eWOM
(electronic word of mouth), customer can sharerthei
thoughts, opinions and feelings about products and
services (Jeong and Jang, 2011). As a difference to
traditional WOM, eWOM is directed at multiple



individuals, is anonymous and is available at amet
Many studies on eWOM focus on the influence that
product reviews could have on consumption decisanms
sales in different sectors. The quality of the e and
the reputation of the reviewers are specificallpsidered

to be important factors affecting purchase decssidrhis
led to the problem of identifying a specific groofpusers,
called influencers, which tend to be early adopters
markets, they are trusted by others, and havegae kocial
network (Kiss & Bichler, 2008). The same than in
previous case examples, influencers can also be
distinguished attending to their local propertisgart of a
community network. For instance, Ku et al. (2012)
proposes the identification of these users throtiggir
trust networks. Trust relationships in an opinitaring
community are likely influenced predominantly byeth
reviews and preferences of trusted members.

Regarding the global network analysis, heterogieseit
among different product categories were analyzed
following several criteria like density, distancdegree,
cohesion and centrality (Wang et al., 2011).

Diffusion is another issue that has been studiechfr
the perspective of complex network models. Foraimsg,
scale free networks facilitate the diffusion ofdrrhation
through the whole network because they tend toadont
centrally located and extensively high degree “hubkis
is the focus of viral marketing, which refers torkeing
techniques that use social networks to produceasas in
brand awareness by "viral” diffusion processes)aymis
to the spread of pathological and computer viru3éss
techniques works better if they are centered dnénters,
that constitute the hubs of the network (Kiss & Hée,
2008).

Content analysis techniques have been applied with
different objectives. For instance, influencers edso be
distinguished analyzing the shared content. Théitguat
shared opinions are highly dependent on the asthexél
of expertise (Huang et al., 2010), and the level of
specialization can be obtained from the tags irctvhisers
are required to categorize their posted ideas (Mart
Torres 2013). A different approach to content asialy
consists of considering the quantity of emotional
expression in shared ideas (Li et al., 2010). atlst
reviewer should write relatively fair comments dmet
products, highlighting the merits but also the defef the
product. On the contrary, those users with veryesxé
evaluations both positive or negative are less
trustworthiness. Sentiment analysis techniques lban
applied not only for the identification of influeers but
also to monitor the emotions of users about specifi
products or even a brand (Mostafa, 2013).

V. FUTURE TRENDS AND CHALLENGES

Virtual communities can offers numerous business
potentials for companies. They provide a framewfank
organizing activities around a collective aim, taki
advantage of connecting people spread over thedworl
They can also be useful creating new knowledge or
discovering new knowledge, for example, with regard

customer habits, churn prediction, or new produends
(Heidemann et al., 2012). A big amount of dataoiat
easily accessible though these communities, arlal thvé
emergence of new data collection technologies and
advanced data mining and analytical tools, theyaigbf

big data is becoming a keystone of competitive athge.
The world's volume of data doubles every eighteen
months, for example, and enterprise data are pestlio
increase by about 650% over the next few yearsrglea

al., 2014).

However, the use of virtual communities in the

business context also goes along with some chateagd
risks. The first challenge is selecting in whickas virtual
communities can be leveraged reasonably. Beforielidgc
about using virtual communities, companies musit fir
analyze the goal of the community and the business
functions or areas where they can create valueedier,
communities must be also organized and they sorite gu
and structure in order to successfully achieve rthei
objectives. A special profile like the community mager
is necessary for this purpose. Structure is another
important aspect of brand communities, as members
usually exhibit different levels of engagementgkmeral,
a wide variety of structures can be found dependimthe
specific characteristics of virtual communities,ryiag
more flat to more hierarchical structures. Thergtian
optimal structure, although the objective is acimgva
good level of engagement of community members.

Another major risk for companies adopting virtual
communities scheme is the loss of control over eshar
information. This is the case of open innovation
communities, where possible innovation are alsiblds
for competitors. Too much openness can negatinebact
companies' long-term innovation success, due tltdss
of control, but a closed innovation approach dagsserve
the increasing demands of shorter innovation cyaled
reduced time to market (Enkel et al., 2009). Theénoom
lies in a good balance between both approachémuagh
many companies are not prepared for such a cultural
change.

Another critical point of virtual communities regeto
the privacy risks. Public exposition of personal
information, ownership of data provided within uist
communities or fake profiles able to distort shared
information are open issues and still a challenge f
companies.

Despite all those risk and challenges, there isreexgl
consensus about the importance of virtual comnasiti
and the possibilities for new business potentialsthie
short term.

VI. CONCLUSIONS

This paper summarizes several methodological issues
well suited for virtual communities in the conteodt big
data. A research flow chart is first proposed ahent
detailed in the subsequent sections. Finally, stwease
examples are presented to visualize practical egiins
of the proposed methodology.



However, the topic of virtual communities is sl

very large, interdisciplinary and emergent areeesgarch,

which requires further studies to complete previous

addressed issues.

Economia,
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